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Paths Forward After Data 8



Data Science
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CIVENG 88 \ DEMOG 88

Data Science for Smart Cities Data Science & Immigration

STAT 88 UGBA 96-2 & 3

Python for Earth Science Probability & Statistics in Data Science  Data & Decisions
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[# Courses | Division of Data Sci x Ryan

= ‘ — For more information,
Berkeley Division of Data Sciences check out our website

Home  Aboutv News~v Events Degree Optionsv Educationv Researchv  Give

Home » Education » Courses

Courses data.berkeley.edu/education/courses

R
“ Human Contexts and Ethics Data Enabled Courses

Fall 2018 Courses |

Scroll down to see the Fall 2018 offerings

Backbone

S




Data Science Major (L&S)

B Modeling, Learning & )
Computational & Decision Making Domain JUUIEN
. ; . . Contexts &
Individualized Inferential Depth » Emphasis Ethice
Upper Division Probability
30 units
Data 100: Principles & Techniques of Data Science Electives
Mathematics Computin i i
Foundational | p g Domain Emphasis
Lower Division
Data 8: Foundations of Data Science College Breadth & Electives




Student Opportunities



Available Opportunities

Discovery Internal
Research Operations




Curriculum

Hone your skills as an educator and data scientist by developing educational materials for courses

Recruiting for 2 positions:

Q ) Help instructors of
Data Science
o .-. Connector courses
‘ to deliver and
teach material

Connector
Assistants

QO

Curriculum
Development

Create curriculum
materials for
Connectors,
Data-Enabled Courses,
or short explorations
into DS (modules)




Discovery Research

Connecting students with hands-on data science research- non-profits, start-ups, insitutions, etc
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Internal Operations

Help organize and manage the initiatives that draw all our student programs together

Mapping & Analytics Diversity, Outreach & Technology
Communications Engagement & Support
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Peer Advising

First point of contact for students who are interested in the major and DS in general

Provide advice, support, and mentorship on topics like:
e Student involvement and extracurriculars ‘ ‘

e Undergraduate research opportunities

e Tutoring/studying services
e Schedule planning and course recommendations

e Knowledge and experience of major courses




How to Apply

Phase 1: Applications due by Friday, August 10th
Greatest variety of positions available

Phase 2: Applications due by Friday, September 7th

For positions not filled in Phase 1




uC Berkeley

Berkeley Division of Data Sciences

Home About~ News~ DegreeOptions~ Education= Research= JoinUs~
Home » About » Studen: Opporcunites

Student Opportunities

e Division
the efforis of

produce vid progs

We are now recruiting for openings on our student teams!
HowTo Apply

t1010be

considered for Phase |

September 7

nternal Operations

platform of We work
labs, and

homesorkc

Jour in the nation.

_ Discovery Peer Advisiﬁg &

For more information,
check out our website at
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Data Scholars

For students who are

e  Lowincome Aim: Support diversity in the Data Science
e Firstgeneration college student community all the way through.
e Historically underrepresented
| | Foundations
.‘;Tﬂ ,' e = Concurrent to Data 8
Pathways

Further technical
skill & career development

Discovery
Support for research

Experiences



Thank You!

/*A data.berkeley.edu

ds-curriculum

PNy Ustteams @ berkeley.edu

ds-discovery
ds-peer-advising
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The Google Science Fair

e Brittany Wenger, a 17-year-old
high school student in 2012

e Won by building a breast cancer

classifier with 99% accuracy
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Fate works Iin mysterious ways

Bym I'f\ I

Google
Science

Fair 2012 >4& '

™=
Science
Fair 2012




And the finalists?

nane - Rohit Fenn - Milena Klimenko - Jonah Kohn
Joshua Li - Bonkhe Mahlalela - Yamini Naidu - Marcos Oc
Raghavendra Ramachanderan -lvan Hervias Rodriguez
neider - Sumit Singh - Sakhiwe Shongwe - Sabera Talukder
Catherine Wong - Kimberley Yu - Phillip Yu - Melvin Zammit




Training a Classifier

Attributes of . Predicted label

an example ~ Classifier - of the example
Model the )
association
between

accuracy of
the classmer

attributes &
Estimate the
{




Nearest Neighbor Classifier

NN Classifier
Attributes of

— Use the label of - Predicted label
an example

the most similar of the example
training example

Training Set o

llllllllll



Distance



Rows of Tables

Each row contains all the data for one individual

e t.row(i) evaluates to ith row of table t
e t.row(i).item(j)is the value of column j inrow i
e If all values are numbers, then np.array(t.row(i))
evaluates to an array of all the numbers in the row.
e To consider each row individually, use
for row in t.rows:
. row.item(7j)



Distance Between Two Points

e Two attributes x and y:

D =1/(xo —x1)* + (0 — 31 )2

e Three attributes x, y, and z:

D= \/(Xo —x1)* 4+ O —3)* + (20 — 21)°

(Demo)

e andsoon...



Nearest Neighbors



Finding the k Nearest Neighbors

To find the k nearest neighbors of an example:

Find the distance between the example and each
example in the training set

Augment the training data table with a column
containing all the distances

Sort the augmented table in increasing order of the
distances

Take the top k rows of the sorted table (Demo)



The Classifier

To classify a point:
e Find its k nearest neighbors

e Take a majority vote of the k nearest neighbors to see
which of the two classes appears more often

e Assign the point the class that wins the majority vote

(Demo)



Evaluation



Accuracy of a Classifier

The accuracy of a classifier on a labeled data set is the
proportion of examples that are labeled correctly

Need to compare classifier predictions to true labels

If the labeled data set is sampled at random from a
population, then we can infer accuracy on that population

Training Set
Sample Labels

(Demo)



